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We describe here a theory of a quantum dot in an electrically tunable MoSe2/WSe2 heterostruc-
ture. Van der Waals heterostructures allow for tuning their electronic properties beyond their
monolayer counterparts. We start by determining their electronic structure using density functional
theory. We obtain the type-II band alignment and close in energy conduction band minima (valleys)
at the K and Q points in the Brillouin zone. The valence band maxima, also energetically close,
are located at the K and Γ points. By analyzing the Kohn-Sham wavefunctions, we describe the
layer, spin, and orbital contributions. Next, we construct an ab initio-based tight-binding model,
which helps us to better understand the complexity of the interlayer interactions. We determine the
effect of a vertical electric field, showing that vertical gating enables control of valleys extrema and
their occupancy. Finally, we employ the tight-binding model to investigate laterally gated quan-
tum dots and analyze the influence of a perpendicular electric field on their energy spectrum. Our
results demonstrate that tuning the electric field enables control over the valley character of the
quantum dot states, selectively localizing them in either the K or Q valleys, as evidenced by their
characteristic degeneracies and wavefunctions.

Keywords: 2D materials, transition metal dichalcogenides, heterostructures, quantum dots, tight-
binding model

I. INTRODUCTION

Single layers of transition metal dichalcogenides
(TMDCs) are two-dimensional (2D) semiconductors en-
abling the exploration of many physical phenomena [1–5].
For example, low-energy massive Dirac fermions possess
a spin-valley pseudospin structure [6–15] that can be con-
trolled using electromagnetic fields and accessed using
polarized light. TMDCs are also the basic ”blocks” for
the construction of van der Waals (vdW) heterostruc-
tures [16, 17], in which many aspects of a monolayer
controlability are preserved, in contrast to homobilay-
ers. These heterostructures can be superior in some ap-
plications due to better control of electronic properties
via electric field, light emission from interlayer excitons
closer to telecommunication band, and enhanced valley
coherence time [18–21]. Longer exciton lifetime opens
new avenues for engineering long-range exciton transport
and strongly interacting artificial bosonic simulators [22].

Quantum information platforms require initialization
and control over individual quantum states. Electrical
confinement and manipulation of charge carriers are es-
sential factors. Circularly polarized light can populate
(initialize) a given valley [23, 24], nevertheless optical
coupling of valley degrees of freedom in TMDCs can be
realized only indirectly. However, valley coupling can
be achieved electrically in TMDC-based quantum dots

∗ katarzyna.sadecka@pwr.edu.pl
† jaroslaw.pawlowski@pwr.edu.pl

(QDs) [5, 25–35]. Different methods of realizing the
electrical control over the valley degree of freedom have
been proposed, such as applying a sharp confining po-
tential [10, 31], creating a lateral heterostructure [36],
or by the coupling with defect states [37, 38]. It has
been shown that spin–valley locked quantized conduc-
tance [28, 39, 40] and electrical control over charged ex-
citons [29] can be achieved experimentally. Furthermore,
theoretical studies of electrically defined TMDC-based
QDs have shown potential to realize qubits, including
spin qubits, valley qubits and hybrid spin–valley qubits
[10, 11, 32, 41, 42]. We note that the previous works
focused on the K-valley states [10, 11, 31, 32, 40, 43–
45]. In this work, we discuss the possibility of controlling
different valley minima using external electric field.

One of the promising heterostructures is composed of
MoSe2 and WSe2 monolayers [20, 22, 46–80]. Having
similar lattice constants (3.288 Å and 3.286 Å) [81], when
stacked using the exfoliation technique, they can create
long-range order moiré potential [48, 59, 73, 82–84], how-
ever relaxation/annealing-induced atomic reconstruction
can make regions that are commensurate [85, 86]. In con-
trast, CVD grown samples show no moiré pattern [87].
Analyzed experimentally in recent years, MoSe2/WSe2
heterostructures enable the development of novel op-
toelectronic [18–21, 46, 54, 55, 88–103], valleytronic
[47, 104, 105], and quantum computing [106–112] devices.

On the theoretical side, several important advance-
ments have already been achieved. An accurate approach
using density functional theory (DFT) established the
band gap of type II: the conduction band (CB) minimum
from MoSe2 layer, the valence band (VB) maximum from
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WSe2 layer. It is also known that the values of spin-orbit
gaps are inherited from monolayers. As usual for 2D
materials, in which the electron-electron interactions are
strong, it is less clear whether the (optical) gap extrema
are in K-points or some other valleys contribute to the
physics around the Fermi level, usually Γ valley at the
VB and so called Q/Σ/Λ points between K and Γ in the
CB. Several works [70, 113–119] studied the problem of
the optical properties of this system. While the state-of-
the-art ab initio methods are invaluable, it is much more
convenient to use the low-energy methods. For TMDCs
bilayers several works established how to approach the
construction of the tight-binding (TB) and k · p mod-
els [120–123]. Focusing on the TB models that offer a
good trade-off between accuracy and performance, there
are several works discussing the TB models for homo-
bilayers, e.g. bilayer MoS2 [124–130]. Surprisingly, we
are not aware of any model discussing interactions be-
tween two different TMDC monolayers on the atomistic
level in a full orbital basis, taking into account both d
and p orbitals. This problem is non-trivial due to the
two seemingly contradictory observations: one being that
since the interlayer interactions are weak (vdW) it should
be possible to understand the interlayer coupling using
the nearest neighbour (NN) pz orbitals on chalcogenide
atoms; second stating that majority of physics of these
materials can be understood in terms of the d orbitals
localized on metal atoms. In order to get better un-
derstanding, we constructed a full interlayer-interaction
model that is consistent with the monolayer basis, con-
sisting of both metal and chalcogen orbitals.

The paper is organized as follows. In Section II we
describe the electronic properties of MoSe2/WSe2 het-
erostructure using DFT. We follow by construction of
the TB model in Section III. In Section IV we discuss
the effect of a perpendicular electric field. Using the TB
model, in Section V we describe a lateral gated quan-
tum dot. We demonstrate that the applied vertical elec-
tric field enables control over the QD energy spectrum
by tuning the valley character of the low-energy states,
transitioning between K (2-fold degenerate) and Q (6-
fold degenerate) configurations. Finally, in Section VI
we summarize our main findings.

II. AB INITIO BAND STRUCTURE OF
MOSE2/WSE2 HETEROSTRUCTURE

In this section, we describe the electronic properties
of MoSe2/WSe2 from DFT. For computational details
see Appendix A. The three-dimensional (3D) view of the
system is shown in Fig. 1(a). We study the energetically
preferable AB stacking [131], in which the metal atoms
of one layer are located under the chalcogen atoms of the
other layer. As presented in Fig. 1(b), the unit cell (UC)
consists of 6 atoms belonging to the distinct layers. The
top view of the system is shown in Fig. 1(c), representing
the honeycomb lattice. The primitive vectors of the real

FIG. 1. Geometry of the MoSe2/WSe2 heterostructure: (a)
three-dimensional (3D), (b) side, and (c) top views. Top and
bottom layers are MoSe2 and WSe2, respectively. Molybde-
num (tungsten) metal atoms are represented by dark (light)
blue dots, while selenium atoms are shown in red. The inter-
layer distance has been defined as dzdd . The unit cell is shown
in (b). Primitive lattice vectors a⃗1, a⃗2 are chosen as denoted
in (c).

space lattice are a⃗1 = (0, a) and a⃗2 =
(
a
√

3/2,−a/2
)
,

with a = d||
√

3 being the lattice constant. The K point

is then given by K⃗ = (0, 4π/3a). We note that the lattice
mismatch in the MoSe2/WSe2 heterostructure is negli-
gibly small, ∆a < 0.001 Å, thus causing no significant
strain. The lattice constant has been set to a = 3.323 Å.
In order to determine the interlayer distance, we studied
the total energy as a function of layers distance [132],
obtaining energy minimum for dzdd = 6.400 Å. Metal-
chalcogen distances d⊥ are 2.869 Å and 2.880 Å for top
and bottom layers, respectively.

A. Layer-spin-orbital properties

Here we analyze the bandstructure of MoSe2/WSe2
heterostructure, as presented in Fig. 2. We find that
it is characterized by the CB minima at K and Q points
that are close in energy, separated by 1.8 meV. The
VB maxima at K and Γ points are separated by 35.5
meV. Fig. 2(a) shows the spin-resolved electronic struc-
ture. The direct K-K energy gap is determined to be
Eg = 1.04 eV, which is smaller compared with separate
monoloyers, for which we obtained EMoSe2

g = 1.34 eV

and EWSe2
g = 1.24 eV. It is worth mentioning that in

K points bands around the fundamental gap belong to
different layers, as will be discussed later. The intralayer
K-valley spin splittings due to the atomic spin-orbit cou-
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FIG. 2. Ab initio electronic structure of the MoSe2/WSe2.
The energy spectrum is presented on the path Γ-M -K-Q-Γ.
The two panels show (a) spin- and (b) layer-resolved electronic
structures. Both spin and layer are decoded by color, where
red/blue denotes spin up/down, while yellow/black denotes
MoSe2/WSe2 layer, respectively.

pling (SOC) in both CB and VB are ∆CB
SOC = 12 meV

and ∆V B
SOC = 211 meV for MoSe2-localized bands, while

for WSe2 ∆CB
SOC = 30 meV and ∆V B

SOC = 473 meV. The
values of spin-orbit splitting are similar to those of sin-
gle layers. We note that for the direct transition across
the fundamental gap K-K spin is flipped, while for the
transition from K to Q the spin is parallel.

Furthermore, Fig. 2(b) presents the details of the layer
contributions. We note the type-II band alignment,
where around K valley electrons in the bottom of the
CB belong to the MoSe2 layer, while holes in the top of
the VB belong to the WSe2 layer, in agreement with pre-
vious works [9, 117, 133, 134]. While around the K valley
we observe a strong spin-layer localization for both elec-
trons in CB and holes in VB, in the Q valley electrons are
delocalized between distinct layers, as shown in Fig. 2(b).

FIG. 3. Orbital contribution for the leading orbitals from
both layers: (a) 4dm=0 and (b) 4dm=+2 from molybdenum,
and (c) 5dm=0 and (d) 5dm=−2 from tungsten. Color denotes
spin.

Moreover, detailed analysis of the density ρn
k⃗

(defined in

the Appendix A) shows that the spin of the electron in
Q is mixed (≈ 20% admixture), contrary to K valley.

Using the Kohn-Sham wavefunctions projected onto
localized orbitals, the orbital-resolved decomposition of
wavefunctions has been performed, see Appendix A
and Fig. 3. Similar to the case of a single layer of
TMDCs [7, 9], the main contribution to the bands around
the Fermi level comes from the symmetric (even) or-
bitals. The CB is mainly composed of the metal orbitals,
4dm=0 for Mo and 5dm=0 for W, depicted in Fig. 3(a,c),
while the contribution to the VB comes mainly from the
4dm=±2 orbitals for Mo and 5dm=±2 for W, shown in
Fig. 3(b,d). Due to the AB stacking the dominant or-
bital contribution around valley K in the valence band is
4dm=+2 for MoSe2 layer and 5dm=−2 for WSe2 layer, in
line with simple picture of opposite valleys on top of each
other (however, this does not mean simple valley-layer
locking due to the strong layer localization effect). The
orbital contribution around the Q valley is more complex,
reflecting the effect of electron delocalization between dis-
tinct layers. Detailed values of the orbital contributions
to energy bands at high symmetry points are given in
Tab. I in Appendix A.

III. TIGHT-BINDING MODEL

In the following section we construct the ab initio-
based TB model for a type-II TMDC heterostructure.
This approach allows us to understand the interlayer in-
teractions and the effect of an applied electric field. It
also opens the possibility to study heterobilayer-based
nanostructures.
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A. Orbital basis

Building on previous works on monolayer TMDCs [7–
9, 31], we construct a two-layer, spinfull, even-odd orbital
model of the AB stacked heterostructure in next-nearest
neighbour (NNN) hopping approximation, for both inter-
and intralayer hoppings. The electron wavefunction is de-
fined as a linear combination of localized atomic orbitals
ψl (for details see Appendix B) and has the following
form [7]:

φp

k⃗
(r⃗) =

1√
NU

NU∑
i=1

Nl∑
l=1

eik⃗·U⃗i,lAp

k⃗,l
ψl

(
r⃗ − U⃗i,l

)
=

=

Nl∑
l=1

Ap

k⃗,l
ϕk⃗,l(r⃗), (1)

where p denotes bands, k⃗ is a wavevector on the 2D Bril-
louin zone (BZ), and ϕk⃗,l(r⃗) are the orbital Bloch func-

tions. The number of UCs is NU , while Nl corresponds
to the number of orbitals on different sublattices. The or-
bitals are localized at U⃗i,l = U⃗i + τ⃗l, where Ui are the UC
coordinates, and τl denotes the l-th atomic orbital posi-
tions inside of each UC. The coefficients Ap

k⃗,l
are solution

to the TB Hamiltonian, Eq. (3), Hhetero(k⃗)A⃗p

k⃗
= εp

k⃗
A⃗p

k⃗
.

Based on the DFT studies we have taken the d metal
atom orbitals with m = {0,±1,±2} and the p chalco-
gen dimers constructed out of orbitals with m = {0,±1}.
Thus, the number of orbitals on metal atom is 5 and on
chalcogen dimer sites is 6 (including even and odd com-
binations).

It is convenient to separate the sum over orbitals∑
l between two subspaces, even Heven and odd Hodd

with respect to the single layer metal planes. The con-
structed basis is ordered in the following way: {md =
−2, 0, 2,mp = −1, 0, 1} for even subspace, and {md =
−1, 1,mp = −1, 0, 1} for the odd subspace. The
chalcogen dimers X2 for p orbitals are defined for

both subspaces as mp+1
= (|mX(1)

p+1
⟩ ± |mX(2)

p+1
⟩)/

√
2,

mp0
= (|mX(1)

p0
⟩ ∓ |mX(2)

p0
⟩)/

√
2, and mp−1

= (|mX(1)

p−1
⟩ ±

|mX(2)

p−1
⟩)/

√
2, where the +/− sign corresponds to the

even/odd subspace and 1/2 index to the top/bottom
atom within the X2 dimer. The full spinless even-odd
wavefunction of the monolayer can be thus written as

φp

k⃗
(r⃗) =

[
φp,ev

k⃗
(r⃗) , φp,odd

k⃗
(r⃗)
]T
. We note that in this chi-

ral basis we need to use linear combinations of standard
Slater-Koster [135] hopping integrals.

B. Spinfull monolayer Hamiltonian

Monolayer Hamiltonians for both MoSe2 and WSe2
with SOC can be written, following previous works, as

[7, 9, 31]:

HMX2
=


Hev

↑ 0 0 Hev-odd
↑↓

Hodd
↑ Hodd-ev

↑↓ 0
Hev

↓ 0

Hodd
↓

 . (2)

The Hilbert space of Ĥ defined in Eq. (2) is given by
HMX2 = (Heven ⊕Hodd) ⊗Hspin, thus it is characterized
by the dimension (6 + 5)× 2, and hence it is represented
by a 22 × 22 matrix. The atomic SOC has been also in-
cluded. It is defined as ĤSOC =

∑
a λa/ℏ L̂a · Ŝa [31],

with λa depending on the specific atom, L̂a being the
atomic orbital angular momentum operator, and Ŝa the
spin operator. Further details on constructing the mono-
layer Hamiltonian can be found in the Appendix B.

C. Heterostructure Hamiltonian

The TB Hamiltonian for MoSe2/WSe2 can be written
in a block form, emphasizing distinct layers and the in-
terlayer interaction, as:

Ĥhetero =

[
R̂π

zHMoSe2 Hinter ⊗ 1σ

HWSe2

]
, (3)

To incorporate AB stacking we choose to rotate the
MoSe2 monolayer by π, thus rotating the MoSe2 Hamilto-
nian block: R̂π

zHMoSe2 , in contrast to the normal HWSe2

orientation. Full form of both Hamiltonians is derived in
Appendix B, where for clarity we use R̂π

zHMoSe2 = H(π).
The coupling between the distinct layers is denoted by
Hinter which is the same for both spin blocks. All in all,
the Hilbert space is a sum of HMoSe2 ⊕HWSe2 , thus, it is
characterized by the total dimension 22 + 22.

D. Interlayer coupling

We now move to construct a TB theory of the inter-
layer interactions. We include up to NNNs interaction,
which, e.g., includes interlayer metal-metal interaction.
The coupling between MoSe2 and WSe2 layers is defined
in a block form as:

Hinter =


Hev-ev

dd Hev-ev
dp Hev-odd

dd Hev-odd
dp

Hev-ev
pd Hev-ev

pp Hev-odd
pd Hev-odd

pp

Hodd-ev
dd Hodd-ev

dp Hodd-odd
dd Hodd-odd

dp

Hodd-ev
pd Hodd-ev

pp Hodd-odd
pd Hodd-odd

pp

 , (4)

with the interlayer couplings between Mo and W metal
atoms (dd), chalcogen dimers (pp) and metal-chalcogen
dimer interactions (pd/dp). The details of the Hamilto-
nian (4) can be found in Appendix C.
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FIG. 4. Electronic structure of the MoSe2/WSe2 in the TB
model. Panels present (a) spin and (b) layer resolved band
structures. Both spin and layer are represented by color,
where red/blue denotes spin up/down, while yellow/black de-
notes MoSe2/WSe2 layer, respectively. DFT results are given
by open circles for reference. The parameter set used here is
given in Appendix C in Tab. II.

E. Tight-binding model dispersion and
spin-layer-orbital properties

Next we parametrize 26 intralayer and 9 interlayer
Slater-Koster parameters, as well as 4 SOC strengths, as
listed in Tab. II. This parameter set has been determined
by fitting the TB model to the DFT results, described in
Section II, using the differential evolution (DE) method
[136]. We choose the parameters focusing on obtaining
the degenerate CB minima around K and Q valleys and
VB maxima around K and Γ. Moreover, we ensure the
correct spin ordering of bands by including an additional
term in the DE loss function:

LDE =
∑
p∈P

∑
k⃗∈K

(
λ1

∣∣∣εp
k⃗
− εp,DFT

k⃗

∣∣∣+
+ λ2

∣∣∣⟨φp

k⃗
|σ̂z|φp

k⃗
⟩ − σDFT

z

∣∣∣), (5)

where the summation goes over selected subbands P close

to the bandgap, and subset K of k⃗-points located nearby

the high symmetry points (K/K ′, Q, and Γ) within the
BZ. The λ1 = 1.0 (eV−1) term focuses on TB energies
εp
k⃗

(bands) fitting to the DFT results, while the λ2 = 0.2

regularizer tries to enforce the appropriate spin ordering
in the TB eigenstates φp

k⃗
, corresponding to these energies.

We obtain the single-particle spectrum and wavefunc-
tions in the TB approximation by diagonalizing the
Hamiltonian given by Eq. (3). Fig. 4 presents the spin-
resolved TB electronic structure. The microscopic de-
tails of spin and layer contributions stay in agreement
with the ab initio results. While the CB is character-
ized by a degenerate minima for K and Q valleys, in the
VB maxima for K and Γ are split more than in DFT.
The direct K-K energy gap is of the order of 1.03 eV.
The spin-layer ordering of bands around the energy gap
in K point has been captured correctly. Furthermore,
while the direct K-K transition from the top VB to the
bottom CB is dark due to spin, the indirect transition
K-Q is bright due to spin, as shown in Fig. 4(a). The
splittings of bands due to the SOC are consistent with
those from DFT. Fig. 4(b) presents the microscopic de-
tails of the layer contribution. We confirm the type-II
band alignment in our TB model. We note that the ef-
fect of the electron delocalization between layers in CB
for the Q point has been captured correctly.

In the next step, we perform the orbital-resolved de-
composition of wavefunctions, checking the leading or-
bital for each k point and each band. In agreement with
the DFT results (see Section II), the main orbital con-
tribution to the low-energy bands for the high symmetry
points K and Q comes from the symmetric (even) or-
bitals. While the contribution to the VB comes mainly
from the metal atom orbitals 4dm=0 for Mo and 5dm=0

for W, the CB is mainly composed of 4dm=±2 orbitals for
Mo and 5dm=±2 for W. Further details of orbital contri-
butions to the energy bands at the K and Q points are
presented in Appendix C in Tab. III.

We realize that our full 44 × 44 TB model is com-
plicated and might be challenging for implementation.
While we leave a systematic reduction of it to a future
work, we offer a simplified interlayer coupling analysis,
that couples even blocks of orbitals in monolayers. This
allows to study even-only TB model, which has 6 orbitals
per layer per spin. We also simplified the interlayer in-
teraction to capture most important orbital couplings.
Details and behavior of such simplified TB model are
studied in Appendix E.

IV. ELECTRIC FIELD EFFECT

In the following section we show that the energetic or-
dering of valleys can be controlled by applied vertical
electric field. We introduce this field to the TB model
by adding HE term. The field Ez creates negative and
positive voltages VE(z) = Ezz at the lower and upper
TMDC layers, e.g., generated by vertical gates placed
above and below (substrate) the heterostructure. We
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set VE (z = dzdd/2) = 0, such that on the metal atoms
belonging to the upper layer the voltage is given as
+ 1

2Ezdzdd/ε, while for the metal atoms of the bottom

layer the voltage is − 1
2Ezdzdd/ε. We assume typical di-

electric screening for TMDCs materials as ε ≃ 7 [137].

A. Tight-binding model in electric field

Following Ref. [31], we write the electric field block
HE for both layers as (same for both spin components):

ĤE =
1

ε

[
HMoSe2

E ⊗ 1σ 0

0 HWSe2
E ⊗ 1σ

]
, (6)

with

HMoSe2
E =

[
V̂ ev
E V̂ ev-odd

E

V̂ odd
E

]
, HWSe2

E

[
−V̂ ev

E V̂ ev-odd
E

−V̂ odd
E

]
.

Here V̂ ev
E and V̂ odd

E are just diagonal blocks with
the same element on the diagonal Ez

1
2dzdd , i.e.,

V̂ ev
E = Ez

1
2dzdd diag(1, 1, 1, 1, 1, 1), while for V̂ odd

E =

Ez
1
2dzdd diag(1, 1, 1, 1, 1). The block V̂ ev-odd

E couples even

and odd orbital subspace, with VX2 = 1
2 (VX(1) − VX(2))

being the potential difference between chalcogen atoms
in the dimer:

V̂ ev-odd
E =


0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 VX2

0 0
0 0 0 VX2

0
0 0 0 0 VX2

 . (7)

The transformation from the single atom basis to our,
i.e., the one using dimers, is described in Appendix D.

B. Effect of electric field on heterostructure: DFT
and TB comparison

Valley K, Q, and Γ states evolution as a function of
electric field Ez is presented in Fig. 5. We obtain sat-
isfying agreement between the DFT results – Fig. 5(a),
and the TB model – Fig. 5(b,c). To set the stage, we set
the top of the VB in K point to 0 as a reference inde-
pendently for each value of the electric field. For both
DFT and TB we observe a clear trends in both VB and
CB. For large negative values of Ez we observe VB max-
imum at K and CB minimum also at K. When electric
field is increased, CB minimum switches between K and
Q valleys. Similar effect is observed in VB, where VB
maximum switches between K and Γ valleys. This es-
tablishes MoSe2/WSe2 heterostructure as an interesting
multi-valley system in which occupation of different type
of valleys can be controlled using moderate electric field.

Focusing now on spin properties, we note that the ap-
plied electric field does not change the spin orientation

for K valley for both VB and CB, as shown in Fig. 5(b).
Contrary to that, for negative applied Ez the spin-mixing
effect at the Q point is observed. The values of SOC
splittings in K point of the CBs remain almost constant,
while in the VBs they are strongly affected by the ap-
plied field. In the Q point the spin-splitting between the
two CBs increases with positive Ez. Moreover, we no-
tice the flip of spin across the gap, i.e. the lowest CB
in the K point giving spin-dark, momentum-bright op-
tical transition become spin-bright, momentum dark as
the Ez increases.

In the next step we analyze evolution of the layer con-
tribution, accessible in TB – see Fig. 5(c). First we note
that electric field couples and mixes CB much stronger
than VB. Focusing on CB, the K point comes mainly
from MoSe2, but for large Ez it can be strongly admixed
by WSe2 layer. For the Q valley, the layer contribution
is mixed already at Ez = 0 and can be tuned continu-
ously with the field applied. We note that the occupa-
tion of the CB K and Q valleys implies not only valley
switching, but also switching between layer-localized to
layer-delocalized type of bands.

Now we move to the analysis of CBs in Ez across the
whole BZ, summarized in Fig. 5(d-i). We start with
the system with no electric field applied, as presented in
Fig. 5(d,e). In accordance with spin-valley locking, the
two non-equivalent valleys K and K ′ differ by spin, as
presented Fig. 5(e). In the CB each of them is surrounded
by three Q points, creating a system of 6 non-equivalent
Q points in the BZ. Also, K and Q valleys are almost de-
generate in energy, as can be observed in Fig. 5(d). Next
we apply a moderate electric field Ez = −2.8 V/nm –
see Fig. 5(f,g). We observe breaking of the degeneracy
between the energy minima for K and Q valleys. Fur-
thermore, in Fig. 5(g) we observe the change of spin for
the Q valleys, which stays in agreement with the flip of
the two bottom CBs around Q observed in Fig. 5(b). Fi-
nally, for electric field Ez = 2.8 V/nm – Fig. 5(h,i), we
observe the effect of breaking the energetic degeneracy
in favor of Q valleys. This allows for Ez-field controlled
occupation of the Q-valleys.

It should be also noted that a similar CB landscape
composed of three valleys close to each K-point emerges
in a bilayer graphene subjected to a perpendicular elec-
tric field, as a result of interplay between trigonal warping
and Ez-field induced band gap [138]. These triple degen-
erate states have been studied theoretically [139, 140] and
experimentally [141–143].

As previously noted, the energy evolution of the K
point as a function of the electric field for states be-
low (above) valence (conduction) band exhibits discrep-
ancies between the full TB model and DFT, as shown
in the bottom panels of Fig. 6(a,b). For the VB-1
(one band below the VB maximum) and VB-2 states at
Ez ≈ −1.5 V/nm DFT predicts a strong anticrossing for
same-spin states (blue), an effect not captured by the full
TB model. We attribute this discrepancy to differences
in the layer and orbital contributions arising from the
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FIG. 5. The effect of a vertical electric field on the electronic structure. (a-c) Energies of selected bands are presented as a
function of the applied Ez, following Ref. [134], for K, Q and Γ. Schemes presented for both (a) DFT results and (b,c) TB ones.
Different type of lines represent K, Q and Γ valleys. Colors correspond to (a,b) spin, and (c) layer compositions, respectively.
Due to the degeneracy of VB in the Γ point, the spin-/layer-resolved notation was not introduced. The vertical dashed lines
denote to the electric field 0 and ±2.8 V/nm. (d,f,h) Energy and (e,g,i) spin color maps (textures) of the lowest CB presented
on the whole BZ for 3 different values of applied electric field: (d,e) Ez = 0 V/nm, (f,g) Ez = −2.8 V/nm, and (h,i) Ez = 2.8
V/nm, respectively. White circles correspond to the selected high symmetry points, denoted on the plots.

FIG. 6. Analysis of anti-crossing of K-point states in electric
field. Top panel shows zoom into conduction band and lower
one for valence band. Column (a) shows band evolution ob-
tained using DFT, (b) - full TB model and (c) - simplified
TB model. Note that color denotes spin and electric field on
x-axis is different between top and bottom panels.

Slater-Koster parametrization used. However, in the sim-
plified TB model (introduced in Appendix E), where the
parametrization is different (see Tab. II), the anticrossing
of bands is reproduced, as illustrated in Fig. 6(c).

V. ELECTRICALLY TUNABLE LATERALLY
GATED QUANTUM DOT

We have demonstrated how electric field perpendicular
to the MoSe2/WSe2 layers shifts the relative energies of
different valleys. In this section, we leverage this effect
in a lateral gate-defined QD. We investigate this system
using the approach outlined in Refs. [31, 33–35, 40, 44,
144]. We begin with the MoSe2/WSe2 computational
rhombus, which serves as the basis for defining Bloch
functions in k-space. These functions are subsequently
employed to describe the states of the gated QD and to
analyze the effect of the applied vertical electric field,
presented in Fig. 7.

To describe the QD we start by creating the rhom-
boidal real-space computational box consisting of MoSe2
and WSe2 atoms, depicted in Fig. 7(a). We impose
the periodic boundary conditions connecting the oppo-
site edges of the rhombus, thus giving us a set of al-

lowed k⃗-vectors. We expand the electron wavefunction
in the basis of Bloch functions φp

k⃗
(r⃗), see Eq. (1), built of

WSe2 and MoSe2 atomic orbitals. For each k⃗ wavevec-
tor we diagonalize the Hamiltonian given in Eq. (3) and
obtain bulk electronic bands εp

k⃗
and eigenvectors Ap

k⃗,l
.

We confine electrons in a gate-defined lateral Gaussian
potential VQD = UQD(1 − exp(−r2/σ2

QD/2)), presented

in Fig. 7(b). The basis of the band states of the bulk
system are functions φp

k⃗
(r⃗) =

∑
lA

p

k⃗,l
ϕk⃗,l(r⃗), where l de-
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FIG. 7. (a) Scheme of the computational box in real space. (b) Electric potential ϕ profile of a Gaussian QD. (c) Spin-resolved
QD energy spectrum for vertical electric field Ez = −0.2 V/nm and CB minimum located in the K valleys. (d) Analogous
spectrum for Ez = +0.2 V/nm, for which CB minima are in Q points. Spin is indicated by color. The insets in panel (c) show
density for the first |ψ1|2 and the second |ψ2|2 state, and the insets in panel (d) present two sums over states in the lowest shell
in a specific spin subspace (|ψ1|2 + |ψ3|2 + |ψ5|2 and |ψ2|2 + |ψ4|2 + |ψ6|2, respectively).

notes the orbital, p corresponds to the band index, and
ϕk⃗,l(r⃗) are the orbital Bloch functions build from the lo-

calized Slater orbitals. The QD states, expanded in the
basis of low-energy band states φp

k⃗
, are defined as:

Φs (r⃗) =
∑
p

∑
k⃗

Bs,p

k⃗
φp

k⃗
(r⃗), (8)

where the summation is carried over the bands p and the

wave vectors k⃗ defined by the computational rhombus.
The Schrödinger equation gives the integral equation for
the amplitudes Bs,p

k⃗
:

εp
k⃗
Bs,p

k⃗
+
∑
p′,k⃗′

⟨φp

k⃗
|VQD|φp′

k⃗′⟩B
s,p′

k⃗′ = ϵsBs,p

k⃗
, (9)

with εp
k⃗

denoting the single-particle energies of the het-

erostructure Hamiltonian described by Eq. (3). The cou-
pling between the band states due to the confinement po-
tential VQD is determined by the matrix elements given
as:

⟨φp

k⃗
|VQD|φp′

k⃗′⟩ =
∑
l

(
Ap

k⃗,l

)∗
Ap′

k⃗′,l
ei(k⃗

′−k⃗)·τ⃗lVk⃗,⃗k′,l . (10)

Here τ⃗l corresponds to the position of orbitals within a
UC, while Vk⃗,⃗k′,l is the Fourier transform of the QD po-

tential.
The eigenenergies and eigenstates of the QD system,

denoted as ϵs and Φs, respectively, are determined by
solving Eq. (9). The QD potential is modeled as a Gaus-
sian potential characterized by a width of σQD = 5 nm
and an amplitude of UQD = 300 mV. In our calculations,
we restrict p, p′ to the two lowest CBs. Figure 7(c,d) il-
lustrates the spin-resolved QD energy spectrum for two

directions of an applied vertical electric field Ez. When
a negative electric field is applied, electrons localize in
the K and K ′ valleys, resulting in a doubly degenerate
shell of lowest-energy states, as shown in Fig. 7(c). The
wavefunctions for these states are confined within the
K/K ′ valleys, as illustrated in the insets of Fig. 7(c).
The second shell originates from the secondary (higher)
CB minimum at the 6 Q points. The third shell, also dou-
bly degenerate, arises from the spin-split bands at the K
points. The degeneracies of higher-energy shells can be
understood in terms of the Fock-Darwin spectrum, in-
cluding doubly degenerate 2p-2p states at the K points
(four states in total) and 2p-2p states from the Q valleys
(2 × 6 states in total), and further states following the
same pattern.

Applying a positive electric field shifts electron local-
ization from the K to the Q valleys, resulting in a 6-fold
degenerate low-energy shell of QD states, as shown in
Fig. 7(d). In this configuration, the wavefunctions for
each spin subspace form a superposition across all three
Q valleys, as illustrated in the insets of Fig. 7(d). The
second and third shells are doubly degenerate, originating
from spin-split bands around the K points. This behav-
ior aligns with the reversal of valley character (Q vs. K)
in successive shells, which governs their degeneracy.

VI. SUMMARY

In summary, we developed here a theory of a lat-
erally gated quantum dot in an electrically tunable
WSe2/MoSe2 heterostructure. We employed ab initio
methods and derived a tight binding model to determine
the tunability of valley contributions to the electronic
structure of the WSe2/MoSe2 heterostructure with elec-
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tric field. Our analysis revealed a type-II band align-
ment with energetically close CB minima at the K and
Q points. We characterized the electronic properties, in-
cluding the microscopic details of the layer, spin, and
orbital contributions. Building on these results, we devel-
oped and parametrized a tight-binding model to describe
the heterostructure, capturing the interplay between the
two types of valleys in the CB. Furthermore, we explored
the effect of a vertical electric field on the low-energy
valley character of the CB minimum and VB maximum,
validating our findings against the DFT calculations. Us-
ing the TB model, we studied a laterally gated quantum
dot. We demonstrated that the QD energy spectrum
can be effectively tuned by an applied vertical electric
field, enabling control over the valley character of the
low-energy states between K-valley 2-fold and Q-valley
6-fold degenerate configurations.
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APPENDIX

Appendix A: DFT study details

The energies and wavefunctions have been calculated
with the use of DFT methods, as implemented in Abinit
[145]. Perdew-Burke-Ernzerhof (PBE) parametrization
of the generalized gradient approximation (GGA) for
both the exchange-correlation potentials [146] and the
projector augmented wave (PAW) method [147] has been
used. Both the atomistic spin-orbit interaction and the
vdW interctions have been taken into account, where for
vdW interactions the DFT-D3 exchange-correlation func-
tional [148] has been applied. The PBE parametrization
has been used with a plane-wave cutoff set to 160 Ha, the
energy cutoff of 80 Ha, and the k-points grid 16× 16× 1,
respectively. Vacuum between the primitive cells along
z-direction has been set to 40 Å. We have determined the

lattice constant to be a = 3.323 Å, while the chalcogen
atoms distances in z direction are dMoSe2

XX = 3.398 Å and

dWSe2
XX = 3.360 Å, and metal-chalcogen distances are

dMoSe2
MX = 2.542 Å and dWSe2

MX = 2.550 Å, respectively.
We note that throughout this paper the eigenenergies
are shifted such that the Fermi energy is always EF = 0.
Electric field results were obtained as outlined in Ref.
[134].

Subsequently, we study the general properties of

the DFT Kohn–Sham wavefunctions φn,DFT

k⃗
, where

n denotes bands and k denotes points from the
reciprocal space. We define a density ρn

k⃗
(z) =∫∫

UC
|φn,DFT

k⃗
(x, y, z) |2dxdy allowing us to determine

the microscopic details of the leading spin and layer con-
tributions, described in Section II.

In the next step, we calculate the orbital contributions
to the energy bands of the MoSe2/WSe2 heterostruc-
ture using the Kohn-Sham wavefunctions projected onto
Slater orbitals. The Slater-like localized orbitals are

ψl (r⃗) = ψnLm (r⃗) = Rn,L (r)YLm (θ, ϕ) , (A1)

where n, L and m denote the main, orbital angular mo-
mentum and magnetic quantum numbers. The radial
function Rn,L has been approximated as

Rn,L (r) =
(2ζn,L)

n+ 1
2√

(2n)!
rn−1e−ζn,Lr, (A2)

where the Slater parameters ζn,L being taken for the
isolated atom model, specifically (in inverse Bohr ra-
dius units [a−1

0 ]) ζ4p,Se = 2.0718 , ζ4d,Mo = 3.111 and
ζ5d,W = 3.3484 [149, 150]. Spherical harmonics YL,µ are
given by the formula

YL,m (θ, ϕ) =

√
2L+ 1

4π

(L−m)!

(L+m)!
Pm
L (cos θ) eimϕ. (A3)

In the above expression Pm
L are the associated Legen-

dre polynomials with Condon-Shortley phase (−1)
m

in-
cluded. For molybdenum and tungsten atoms we have
L = 2 and m ∈ {−2, 0,+2}. For selenium atoms with
L = 1 we have m ∈ {−1, 0,+1}. We note that for each
layer top and bottom Se atoms have been treated as a
dimer Se2. We calculate the overlap of Konh-Sham wave-
funtions with TB-localized orbitals in spheres surround-
ing atoms, which radius is half of the distance to the
nearest atom. All orbital compositions are normalized to
100% within valence shell orbitals space. All the main
orbital contributions to the top VB and bottom CB are
presented in Tab. I.

Appendix B: Details on the single layer
tight-binding Hamiltonian

In Section III D we have presented the heterostruc-
ture Hamiltonian given by Eq. (3), that contains the
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TABLE I. Orbital contribution from DFT for the even sub-
space presented for the atomic orbitals with the main contri-
bution to the top VB and bottom CB. Numbers are repre-
sented in % for a given high symmetry point. Sign ’-’ repre-
sents 0%/0% contribution.

K, VB K, CB Q, CB Γ, VB

↓/↑ ↓/↑ ↓/↑ ↓/↑

4p−1 - 0%/20% 3%/1% -

Se
(ltop)
2 4p0 - - 4%/1% 6%/6%

4p+1 4%/0% - 6%/2% -

4d−2 - - 14%/5% 1%/0%

Mo 4d0 - 0%/73% 8%/2% 11%/11%

4d+2 8%/0% - 3%/1% 0%/1%

4p−1 27%/0% - 6%/1% -

Se
(lbottom)
2 4p0 - - 3%/1% 6%/6%

4p+1 - - 2%/1% -

5d−2 53%/0% - 2%/2% 1%/0%

W 5d0 - 2%/0% 5%/1% 11%/11%

5d+2 - 0%/1% 11%/1% 0%/1%

blocks corresponding to the MoSe2 and WSe2 monolayers
and the interlayer coupling between them, Hinter. Both
monolayer TB models correspond to the minimal p3d5

ab initio-based TB described in our previous works [7–
9, 31]. However, we have highlighted the need to modify
one of those blocks due to the AB-stacking presented in
Fig. 1(b) and considered throughout this study. This ge-
ometry corresponds to the 180◦ in-plane rotation of one
layer with respect to the other. Hence, the TB Hamilto-
nian for one of the TMDC monolayers has to be modi-
fied accordingly, which results in the difference between
Hrot

MoSe2
and HWSe2 defined in Eq. (3).

In the case of non-rotated layer (denoted here by the
superscript (0)), the monolayer NNN Hamiltonian can be
defined in a block form for both even and odd subspace
as [7–9]:

H(0) =


H

(0),ev
M−M H

(0),ev
M−X2

0 0

H
(0),ev
X2−X2

0 0

H
(0),odd
M−M H

(0),odd
M−X2

H
(0),odd
X2−X2

 . (B1)

Furthermore, the matrix describing metal-metal NNN in-
teractions in the even subspace is given by:

H
(0),ev
M−M =


Em

d
=−2

+W1g0(k⃗)
W3g2(k⃗) W4g4(k⃗)
Em

d
=0

+W2g0(k⃗)
W3g2(k⃗)
Em

d
=2

+W1g0(k⃗)

 , (B2)

and in the odd subspace by:

H
(0),odd
M−M =

Em
d
=−1

+W8g0(k⃗)
−W9g2(k⃗)
Em

d
=+1

+W8g0(k⃗)

 . (B3)

Next, the corresponding matrix describing X2-X2 dimer
interactions in the even subspace is defined as:

H
(0),ev
X2−X2

=


Emp=−1

+W5g0(k⃗)
0 −W7g2(k⃗)

Emp=0

+W6g0(k⃗)
0

Emp=1

+W5g0(k⃗)

 , (B4)

end in the odd subspace:

H
(0),odd
X2−X2

=


Eodd

mp=−1

+W5g0(k⃗)
0 −W7g2(k⃗)

Eodd
mp=0

+W6g0(k⃗)
0

Eodd
mp=1

+W5g0(k⃗)

 , (B5)

Finally, the metal-dimer tunneling is described in the
even subspace as:

H
(0),ev
M−X2

=

V1f−1(k⃗) −V2f0(k⃗) V3f1(k⃗)

−V4f0(k⃗) −V5f1(k⃗) V4f−1(k⃗)

−V3f1(k⃗) −V2f−1(k⃗) −V1f0(k⃗)

 , (B6)

and in the odd subspace:

H
(0),odd
M−X2

=

[
−V6f+1(k⃗) −V8f−1(k⃗) V7f0(k⃗)

V7f−1(k⃗) V8f0(k⃗) −V6f+1(k⃗)

]
.

(B7)
In the monolayer Hamiltonian given by Eq. (B1) the
matrix elements of NN tunneling are expressed by k-
independent parameters Vi:

V1 =
1√
2

d∥

d

[√
3

2

(
d2⊥
d2

− 1

)
Vdpσ −

(
d2⊥
d2

+ 1

)
Vdpπ

]
,

V2 =
1

2

(
d∥

d

)2
d⊥
d

[√
3Vdpσ − 2Vdpπ

]
,

V3 =
1√
2

(
d∥

d

)3
[√

3

2
Vdpσ − Vdpπ

]
,

V4 =
1

2

d∥

d

[(
3
d2⊥
d2

− 1

)
Vdpσ − 2

√
3
d2⊥
d2
Vdpπ

]
,

V5 =
1√
2

d⊥
d

[(
3
d2⊥
d2

− 1

)
Vdpσ − 2

√
3

(
d2⊥
d2

− 1

)
Vdpπ

]
,

V6 =
1√
2

d⊥
d

[
d2∥

d3

(√
3Vdpσ − 2Vdpπ

)
+ 2Vdpπ

]
,

V7 =
1√
2

d⊥d
2
∥

d3

(√
3Vdpσ − 2Vdpπ

)
,

V8 =
d∥

d

[
d2⊥
d2

(√
3Vdpσ − 2Vdpπ

)
+ Vdpπ

]
, (B8)
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and k-dependent functions fi:

f−1(k⃗) = eikxd∥ + e−ikxd∥/2ei
√
3kyd∥/2ei2π/3

+ e−ikxd∥/2e−i
√
3kyd∥/2e−i2π/3,

f0(k⃗) = eikxd∥ + e−ikxd∥/2ei
√
3kyd∥/2e−i2π/3

+ e−ikxd∥/2e−i
√
3kyd∥/2ei2π/3,

f+1(k⃗) = eikxd∥ + e−ikxd∥/2ei
√
3ky/2

+ e−ikxd∥/2e−i
√
3ky/2.

(B9)

The parameters of the NNN tunneling are given by k-
independent terms Wi:

W1 =
1

8
(3Vddσ + 4Vddπ + Vddδ) ,

W2 =
1

4
(Vddσ + 3Vddδ) ,

W3 = −
√

3

4
√

2
(Vddσ − Vddδ) ,

W4 =
1

8
(3Vddσ − 4Vddπ + Vddδ) ,

W5 =
1

2
(Vppσ + Vppπ) ,

W6 = Vppπ,

W7 =
1

2
(Vppσ − Vppπ) ,

W8 =
1

2
(Vddπ + Vddδ) ,

W9 =
1

2
(Vddπ − Vddδ) , (B10)

and k-dependent functions gi

g0(k⃗) =4 cos
(
3kxd∥/2

)
cos
(√

3kyd∥/2
)

+

2 cos
(√

3kyd∥

)
,

g2(k⃗) =2 cos
(

3kxd∥/2 +
√

3kyd∥/2
)
eiπ/3+

2 cos
(

3kxd∥/2 −
√

3kyd∥/2
)
e−iπ/3+

− 2 cos
(√

3kyd∥

)
,

g4(k⃗) =2 cos
(

3kxd∥/2 +
√

3kyd∥/2
)
ei2π/3+

2 cos
(

3kxd∥/2 −
√

3kyd∥/2
)
e−i2π/3+

2 cos
(√

3kyd∥

)
.

(B11)

Having fully defined the non-rotated monolayer TMDC
NNN TB model, we now move to describing the differ-
ences that appear in the Hamiltonian due to the π in-
plane rotation of one layer with respect to the other. We
note that the rotation does not change neither the formu-

las defining the k⃗-dependent functions f and g, nor the
definitions of amplitudes V and W . However, it results

in the change of the sign in k⃗ coordinates for the NN

couplings (k⃗ → −k⃗ for the metal-chalcogen dimer cou-
plings) and does introduce a (−1) factor in front of the
particular NN Hamiltonian matrix elements (the metal-
chalcogen dimer couplings). Full Hamiltonian for rotated
monolayer reads

H(π) =


H

(0),ev
M−M H

(π),ev
M−X2

0 0

H
(0),ev
X2−X2

0 0

H
(0),odd
M−M H

(π),odd
M−X2

H
(0),odd
X2−X2

 . (B12)

Below we redefine explicitly the M -X2 matrix elements
in the rotated TMDC monolayer Hamiltonian H(π) in
the even subspace:

H
(π),ev
M−X2

=

−V1f−1(−k⃗) −V2f0(−k⃗) −V3f1(−k⃗)

V4f0(−k⃗) −V5f1(−k⃗) −V4f−1(−k⃗)

V3f1(−k⃗) −V2f−1(−k⃗) V1f0(−k⃗)

 ,
(B13)

and in the odd subspace:

H
(π),odd
M−X2

=

[
−V6f+1(−k⃗) V8f−1(−k⃗) V7f0(−k⃗)

V7f−1(−k⃗) −V8f0(−k⃗) −V6f+1(−k⃗)

]
,

(B14)
respectively.

Next, we discuss the SOC Hamiltonian, given by Eq. 2.
The non-zero matrix elements of Hev

↑ block are diago-

nal and given by diag (−λM , 0, λM ,−1/2λX2
, 0, 1/2λX2

).
The corresponding odd block Hodd

↑ is also diago-

nal diag (−1/2λM , 1/2λM ,−1/2λX2 , 0, 1/2λX2). Blocks
with opposite spin have opposite signs. Even-odd sub-
space coupling elements are Hev-odd

↑↓ and Hodd-ev
↑↓ . First

block has four non-zero elements given by:

• ⟨md = −2 ↑, ev| ĤSOC |md = −1 ↓, odd⟩ = λM ,

• ⟨md = 0 ↑, ev| ĤSOC |md = 1 ↓, odd⟩ =
√

3/2λM ,

• ⟨mp = −1 ↑, ev| ĤSOC |mp = 0 ↓, odd⟩ =
√

2/2λX2 ,

• ⟨mp = 0 ↑, ev| ĤSOC |mp = 1 ↓, odd⟩ =
√

2/2λX2
.

The non-zero elements of the second block Hodd-ev
↑↓ are:

• ⟨md = −1 ↑, odd| ĤSOC |md = 0 ↓, ev⟩ =
√

3/2λM ,

• ⟨md = 1 ↑, odd| ĤSOC |md = 2 ↓, ev⟩ = λM ,

• ⟨mp = −1 ↑, odd| ĤSOC |mp = 0 ↓, ev⟩ =
√

2/2λX2
,

• ⟨mp = 0 ↑, odd| ĤSOC |mp = 1 ↓, ev⟩ =
√

2/2λX2 .

Appendix C: Full interlayer tight-binding
Hamiltonian

In the following section we present the details of the TB
model for interlayer interaction. We define the interlayer



12

Hamiltonian in both even and odd subspace, as well as
include the mixing between them, hence the Hinter can be
written in the form given by Eq. (4). However, we note
the following symmetries between particular couplings:

Hev-ev
pp = Hev-odd

pp = −Hodd-odd
pp = −Hodd-ev

pp = Hpp,

Hev-ev
pd = −Hodd-odd

pd = H
(1)
pd ,

Hev-odd
pd = −Hodd-ev

pd = H
(2)
pd ,

Hev-ev
dp = Hev-odd

dp = H
(1)
dp ,

Hodd-odd
dp = Hodd-ev

dp = H
(2)
dp , (C1)

thus allowing us to write rewrite Eq. (4) in the following
form:

Hinter =


H

(1)
dd H

(1)
dp H

(2)
dd H

(1)
dp

H
(1)
pd Hpp H

(2)
pd Hpp

H
(3)
dd H

(2)
dp H

(4)
dd H

(2)
dp

−H(1)
pd −Hpp −H(2)

pd −Hpp

 . (C2)

For the p-p couplings, corresponding blocks are defined
as:

Hpp =

T1f+1(k⃗) −T2f−1(k⃗) T3f0(k⃗)

T2f0(k⃗) T4f+1(k⃗) −T2f−1(k⃗)

T3f−1(k⃗) T2f0(k⃗) T1f+1(k⃗)

 (C3)

For the p-d and d-p couplings we have:

H
(1)
pd =

0 0 0
0 T5 0
0 0 0

 , H
(1)
dp =

0 0 0
0 T7 0
0 0 0

 ,
H

(2)
pd =

T6 0
0 0
0 T6

 , H
(2)
dp =

[
T8 0 0
0 0 T8

]
. (C4)

Finally, for the d-d couplings, we obtain:

H
(1)
dd =

 T9f+1(−k⃗) T10f0(−k⃗) T11f−1(−k⃗)

T10f−1(−k⃗) T12f+1(−k⃗) T10f0(−k⃗)

T11f0(−k⃗) T10f−1(−k⃗) T9f+1(−k⃗)

 ,
H

(2)
dd =

 T13f−1(−k⃗) T14f+1(−k⃗)

T15f0(−k⃗) −T15f−1(−k⃗)

−T14f+1(−k⃗) −T13f0(−k⃗)

 ,
H

(3)
dd =

[
T13f0(−k⃗) T15f−1(−k⃗) −T14f+1(−k⃗)

T14f+1(−k⃗) −T15f0(−k⃗) −T13f−1(−k⃗)

]
,

H
(4)
dd =

[
T16f+1(−k⃗) T17f0(−k⃗)

T17f−1(−k⃗) T16f+1(−k⃗)

]
(C5)

In the above equations f are k⃗-dependent functions de-
fined in the previous section, while the amplitudes T are
described by the heterostructure geometry and Slater-
Koster parameters. These amplitudes parametrize the
interlayer Mo-W (subscript dd), Se2-Se2 (subscript pp),

FIG. 8. Details of the geometric distances used in the TB
model construction.

and metal-chalcogen (subscripts pd and dp) interactions,
respectively. Additional distances on top of those pre-
sented in Fig. 1 are shown in Fig. 8. For clarity we in-

troduce also the following distances: dpp =
√
d2zpp + d2||,

ddd =
√
d2zdd + d2||, ddp = dzdp, dpd = dzpd, dzdp = dzdd −

dWSe2
⊥ , dzpd = dzdd−dMoSe2

⊥ , dzpp = dzdd−dMoSe2
⊥ −dWSe2

⊥ .

Numerical values we use are d⊥ = 3.323/
√

3 Å, dMoSe2
⊥ =

2.869 Å, dWSe2
⊥ = 2.880 Å, dzdd = 6.40 Å. Below we

present the formulas for each of the 17 amplitudes T .
For the p-p couplings the amplitudes are defined as:

T1 =
1

4

([
1 −

(
dzpp
dpp

)2
]
Vppσ +

[
1 +

(
dzpp
dpp

)2
]
Vppπ

)
,

T2 =
1

2
√

2

d∥dzpp

d2pp
(Vppσ − Vppπ) ,

T3 = −1

4

(
d∥

dpp

)2

(Vppσ − Vppπ) ,

T4 = −1

2

((
dzpp
dpp

)2

Vppσ +

(
1 −

(
dzpp
dpp

)2
)
Vppπ

)
,

(C6)

Next, for the p-d and d-p couplings:

T5 =
1√
2
Vpdσ,

T6 = − 1√
2
Vpdπ,

T7 =
1√
2
Vdpσ,

T8 =
1√
2
Vdpπ. (C7)

Finally, in the case of d-d couplings:



13

T9 =
1

8

[(
3 − 6

(
dzdd
ddd

)2

+ 3

(
dzdd
ddd

)4
)
Vddσ +

(
4 − 4

(
dzdd
ddd

)4
)
Vddπ +

(
1 + 6

(
dzdd
ddd

)2

+

(
d

ddd

)4
)
Vddδ

]
,

T10 =
1

4

√
3

2

(
d∥

ddd

)2
[(

−1 + 3

(
dzdd
ddd

)2
)
Vddσ − 4

(
dzdd
ddd

)2

Vddπ +

(
1 +

(
dzdd
ddd

)2
)
Vddδ

]
,

T11 =
1

8

(
d∥

ddd

)4

(3Vddσ − 4Vddπ + Vddδ) ,

T12 =
1

4

[(
1 − 6

(
dzdd
ddd

)2

+ 9

(
dzdd
ddd

)4
)
Vddσ + 12

((
dzdd
ddd

)2

−
(
dzdd
ddd

)4
)
Vddπ +

(
3 − 6

(
dzdd
ddd

)2

+ 3

(
dzdd
ddd

)4
)
Vddδ

]
,

T13 =
1

4

d∥

ddd

dzdd
ddd

[(
3 − 3

(
dzdd
ddd

)2
)
Vddσ + 4

(
dzdd
ddd

)2

Vddπ −

(
3 +

(
dzdd
ddd

)2
)
Vddδ

]
,

T14 = −1

4

(
d∥

ddd

)3
dzdd
ddd

(3Vddσ − 4Vddπ + Vddδ) ,

T15 =
1

2

√
3

2

d∥

ddd

dzdd
ddd

[(
−1 + 3

(
dzdd
ddd

)2
)
Vddσ +

(
2 − 4

(
dzdd
ddd

)2
)
Vddπ +

(
−1 +

(
dzdd
ddd

)2
)
Vddδ

]
,

T16 =
1

2

[
3

((
dzdd
ddd

)2

−
(
dzdd
ddd

)4
)
Vddσ +

(
1 − 3

(
dzdd
ddd

)2

+ 4

(
dzdd
ddd

)4
)
Vddπ +

(
1 −

(
dzdd
ddd

)4
)
Vddδ

]
,

T17 = −1

2

(
d∥

ddd

)2
[

3

(
dzdd
ddd

)2

Vddσ +

(
1 − 4

(
dzdd
ddd

)2
)
Vddπ +

(
−1 +

(
dzdd
ddd

)2
)
Vddδ

]
, (C8)

The parameters of the full TB model for the
MoSe2/WSe2 heterostructure are summarized in the
Tab. II. Furthermore, in Tab. III we present the orbital
contributions to the energy bands for the even subspace,
presented for the atomic orbitals with the main contri-
bution to the top VB and bottom CB.

Appendix D: Basis transformation for electric field

In Section IV we have introduced the electric field
Hamiltonian for an applied homogeneous perpendicular
electric field Ez. Here we present the details of the Hamil-
tonian transformation to the dimer basis for a monolayer
electric field Hamiltonian block.

Starting with the single-atomic basis (each Se atom
taken separately), where the Hamiltonian for a single
layer of TMDC crystals can be defined more intuitively
in the basis: {d−2, d0, d2, p

t
−1, p

t
0, p

t
1, d−1, d1, p

b
−1, p

b
0, p

b
1},

where pt and pb correspond to p-orbitals on top
and bottom Se atoms. The electric field Hamilto-
nian can be written explicitly for a given spin as an
11 × 11 matrix containing diagonal terms only Hatom

E =
diag(VM , VM , VM , VXt , VXt , VXt , VM , VM , VXb , VXb , VXb).
To reformulate this Hamiltonian to form given in main
text for basis using dimer orbitals, we construct the

unitary transformation matrix between the both bases:

ÛE =
1√
2



√
2 0 0 0 0 0 0 0 0 0 0

0
√

2 0 0 0 0 0 0 0 0 0

0 0
√

2 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0 0 −1 0
0 0 0 0 0 1 0 0 0 0 1

0 0 0 0 0 0
√

2 0 0 0 0

0 0 0 0 0 0 0
√

2 0 0 0
0 0 0 1 0 0 0 0 −1 0 0
0 0 0 0 1 0 0 0 0 1 0
0 0 0 0 0 1 0 0 0 0 −1


.

(D1)
By acting the transformation matrix on the Hatom

E

Hamiltonian, ÛEĤ
atom
E Û−1

E , we obtain the electric field
Hamiltonian given by Eq. (6).

Appendix E: Simplified tight-binding model

Having the TB model taking into account all interlayer
orbital interactions, we present a simplified approach re-
producing main MoSe2/WSe2 heterostructure features
known from DFT. Guided by the majority orbital con-
tributions to the VB and CB at high symmetry points,
we simplify the interlayer interactions Hamiltonian block
Hinter, defined in Eq. (4), by taking into account only
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TABLE II. Slater-Koster parameters for the MoSe2/WSe2
heterostructure in the full/simplified TB model.

MoSe2 WSe2 interlayer

Ed −0.140/−0.240 −0.220/−0.210 -

Ep1 −5.060/−5.258 −4.234/−4.419 -

Ep0 −5.268/−5.620 −4.620/−4.890 -

Vdpσ −2.980/−2.976 −3.251/−3.262 −0.044/ -

Vpdσ - - −1.344/ -

Vdpπ 1.073/1.175 1.060/1.020 0.411/ -

Vpdπ - - −1.780/ -

Vddσ −1.028/−0.923 −1.240/−1.223 0.196/−0.500

Vddπ 0.838/0.751 0.817/0.860 −0.480/2.000

Vddδ 0.229/0.225 0.255/0.238 0.091/−0.330

Vppσ 1.490/1.397 1.258/1.079 1.393/−1.101

Vppπ −0.550/−0.468 −0.350/−0.366 −0.012/−0.155

Eodd
p1 −5.051/−5.398 −4.132/−4.559 -

Eodd
p0 −5.236/−5.598 −4.554/−5.029 -

Eodd
d −0.112/−0.380 −0.032/−0.350 -

λM 0.093/0.093 0.236/0.236 -

λX2 0.175/0.100 −0.275/−0.195 -

the p0-p0, d0-d0, d−2-d+2 and d+2-d−2 couplings from
the even orbital subspace. This reduces the Hinter to the
following form:

Hinter =

H
ev-ev
dd 0 0 0
0 Hev-ev

pp 0 0
0 0 0 0
0 0 0 0

 , (E1)

where the coupling blocks Hev-ev
dd and Hev-ev

pp are simpli-
fied to

Hev-ev
dd =

=

 0 0 T11f−1(−k⃗)

0 T12f+1(−k⃗) 0

T11f0(−k⃗) 0 0

 , (E2)

and

Hev-ev
pp =

0 0 0

0 T4f+1(k⃗) 0
0 0 0

 (E3)

Functions f and amplitudes T have been defined in the
previous section.

This gives the 5 interlayer Slater-Koster parameters
(compared to 9 for the full TB model) and 26 in-
tralayer parameters (13 for each layer), creating the sub-
space of 31 Slater-Koster parameters that have to be

TABLE III. Orbital contribution from full TB model for the
even subspace presented for the atomic orbitals with the main
contribution to the top VB and bottom CB. Numbers are
presented in % for a given high symmetry point.

K, VB K, CB Q, CB Γ, VB

↓/↑ ↓/↑ ↓/↑ ↓/↑

4p−1 - 0%/12% 2%/0% -

Setop2 4p0 - - 7%/1% 3%/3%

4p+1 - - 1%/0% -

4d−2 - - 13%/1% -

Mo 4d0 - 0%/83% 11%/1% 32%/32%

4d+2 - - 3%/0% -

4p−1 - - 4%/0% -

Sebottom2 4p0 - - 9%/0% -

4p+1 - - 1%/0% -

5d−2 97%/0% - 1%/0% -

W 5d0 - 1%/0% 17%/1% 15%/15%

5d+2 - 0%/1% 24%/0% -

parametrized. In the Tab. II we present full and sim-
plified TB model parameters. We keep the parameters
for both even and odd blocks of monolayer Hamiltoni-
ans, however good results can be obtained in even-only
subspace.

Fig. 9(a,b) presents the electronic structure obtained
by diagonalizing the Hamiltonian with the simplified in-
terlayer interactions. The type-II band alignment has
been captured, with the direct K-K energy gap of the or-
der of 1 eV. The dispersion is characterised by the degen-
erate CB minima in K and Q points, as well as the degen-
erate VB maxima in K and Γ points, and stays in good
agreement with the DFT results. The effective masses
around K valley are also consistent with DFT. The ef-
fect of spin-valley locking in close vicinity of the K valley
has been obtained. The intralayer spin splittings due to
the SOC in both CB and VB in K point are established
to be for MoSe2 ∆CB

SOC = 12 meV and ∆V B
SOC = 189 meV,

while for WSe2 ∆CB
SOC = 30 meV and ∆V B

SOC = 521 meV.
However, the effects of spin mixing due to the interactions
between even and odd orbitals have not been captured
for the low-energy bands. Fig. 9(b) shows that the elec-
tron in Q valley is delocalized between distinct layers,
nevertheless the delocalization is not captured quantita-
tively. Subsequently, we have performed the analysis of
orbital contributions. We note that they stay in quanti-
tative agreement with the full TB model results. This is
understood from the fact that the low-energy bands are
mainly composed of the even orbitals.

In the next step, following the methodology described
in Section IV we perform a study of the electronic struc-
ture evolution as a function of applied electric field Ez.
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FIG. 9. Electronic structure of the MoSe2/WSe2 for the sim-
plified TB model (full dots), presented in a comparison with
DFT (open circles). The energy spectrum is presented on the
Γ-M -K-Q-Γ path. The panels show (a) spin- and (b) layer-
resolved electronic structures. Both spin and layer are de-
coded by color, where red/blue denotes spin up/down, while
yellow/black denotes MoSe2/WSe2 layer, respectively.

The spin and layer contributions to the high symmetry
points K, Q, and Γ for bands around the energy gap are
presented on Fig. 10. We note that, unlike in the case
of the full TB model, the applied electric field does not
change the spin localization for both K and Q points.
The CBs SOC splittings in K point are not affected by
the applied Ez, while in the VB the splitting increase
with the applied negative electric field, in agreement with
the full TB model. As observed within DFT and full TB
approximation, the spin-splitting between the two lowest
CBs in Q point increases with the positive Ez and de-
creases with the negative Ez, respectively. Furthermore,
the crossing of the CBs in the Q point as the negative ap-
plied Ez increases has been observed, changing the char-
acter of the K-Q energy gap. However, unlike in the
case of full TB model, the effect of spin mixing around
the crossing points have not been obtained.

In Fig. 10(b) we present the layer contribution. We
note that the vertical electric field affects the coupling
between layers, in agreement with the full TB model re-

FIG. 10. The effect of a vertical electric field on the elec-
tronic structure in the simplified TB model. Energies of se-
lected bands are presented as a function of the applied Ez for
K, Q and Γ. The top of the VB in K is set to E = 0 eV.
Different type of lines represent respectively K – continues
line, Q – dashed line, Γ – dashed-dotted, as denoted on the
scheme. colors correspond to (a) spin, and (b) layer composi-
tion, respectively. The color schemes are denoted on the plots.
Due to the degeneracy of VB in the Γ point, the spin/layer-
resolved notation was not introduced.

sults. However, we point out that the effect of switching
the leading layer contribution obtained withing the sim-
plified TB model has been captured not only in the Q
point for the CBs, but also in the K point for the VBs,
which stays in agreement with the DFT results. The in-
tralayer energy gap for WSe2 remains almost constant
when applying the electric field, however the intralayer
MoSe2 energy gap changes due to the effects of layer mix-
ing in the VB, which has not been observed in the full
TB model. The direct interlayer energy gap decreases
when applying Ez. Overall, DFT, full and simplified TB
results agree on the character of the energy bands mod-
ulation with the applied electric field.
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A. W. Holleitner, and J. J. Finley, Science Advances 10,
eadk6359 (2024).

[74] E. Wietek, M. Florian, J. Göser, T. Taniguchi,
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