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Chapter 3

Related Work

In this chapter, we will describe researches related to our work. Since we use 3D avatars
throughout our work, we will first describe popular 3D models and inspect carefully
how they work. Next, we will take a closer look at body measurements field.

3.1 3D Avatars

Depicting of human body is crucial in various fields like the game or film industry.
In addition, it is also used in diverse types of simulations, animations, or for research
purposes. Because the shape of the human body is very complex and likewise asym-
metrical, it is complicated to realistically model a human body. The reason why is
this hard is that the human body consists of many different parts, we have about 600
muscles, approximately 200 bones, many joints, and so forth. The result is that many
experts around the world are interested in this issue. Thanks to this, a number of
different models depicting the human body were created. Now we take a closer look at
some of the best and the most popular models of the human body at this time.

SMPL model

The former model of the SMPL family is the base SMPL model, which stands for a
Skinned Multi-Person Linear model. We can say without any hesitation that models
from this family are the most popular body models among scientists and researchers
right now. The model was introduced in 2015 [16].

Their goal was to create a model that would be as realistic as possible, including the
natural deformation of tissue or simulating the believable motion of soft tissue. They
also want to create a model that can be easily rendered without the need for manual
intervention and is fully compatible with existing rendering engines or graphics tools.
This base model does not support finger movements or facial expressions. The resulting
model is easy to animate or control. For our purposes, we focus on high-level model

7
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Figure 3.1: Representation of SMPL model [3].

definition with an emphasis on practical use. You can find omitted details in the
original article.

As we can see in the Figure 3.1, the model is defined by four basic parameters T ,
β, θ and δ [18]. The first parameter T represents a template mesh that is used as the
foundation mesh of the resulting SMPL avatar. The mesh was created by the artists
and is composed of 6890 vertices and 23 joints. The topology of the mesh is the same
for both sexes and the neutral gender model. The second parameter is β. It influences
the shape of the avatar. We can image it as a vector of numbers, usually in the range
⟨−3; 3⟩. The number of these parameters can vary up to 300. In general, using 10
parameters is sufficient enough to obtain a lifelike body model. Utilizing more than 10
parameters is used for representing finer details on the human body like dimples on the
cheeks and things like that. We can also think about β as a layer that can be added
on top of the template mesh we mentioned before in order to create a human with
a different body shape. These parameters directly influence physical proportions of
resulting avatar like height, waist circumference, chest circumference and many other
metrics. The third parameter that is part of the SMPL model definition is θ. This
parameter is responsible for the pose in which the resulting avatar is rendered. As in
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the previous case, the pose is also defined by a vector of numbers. In this vector, we
have defined the rotation for every joint of our model. Each joint is defined by three
numbers that represent the rotation of the joint in the direction of the x, y, and z axes.
We mentioned above that the model consists of 23 joints. It is therefore obvious that
the total length of the pose vector is 69 in the case of the base SMPL model. The
rotation of all joints, except the root joint, is relative to the parent joint according to
the kinematic tree. Also, it is important to mention that all angles are in radians. The
last parameter that we gave above was δ. In contrast with other mentioned parameters,
δ is usually not a frequently utilized parameter. This parameter is responsible for the
movement of soft tissue.

The default value for any parameter is a vector that consists of zeros. If we define
all parameters as zero vectors in the required shape, we will define a model M(β, θ, δ)

that will produce an avatar standing in the T-pose. Avatars rendered in this way also
have a skeleton, where one bone connects two different joints together.

SMPL-H model

After releasing the base SMPL model, it started gaining popularity among scientists
and other research communities. However, as we mentioned before, it has some draw-
backs and researchers tried to address them in various works. The first of the most
significant works that tried to enhance the base SMPL model was the MANO model
[25]. The base SMPL model has hands that cannot change hand pose. Because the hu-
man body and hands cannot be separated, the authors of this work decided to confront
this issue. They focused on creating a model of a hand that could use individual fingers
and move with them exactly how people can. This new model was learned from ap-
proximately one thousand 3D scans of human hands. Scans were captured by scanning
the hands in various poses of 31 participants. The resulting hand model is composed
of bones and joints similar to the base SMPL model. The SMPL-H model represents
the conjunction of the base SMPL model and previously described the MANO model.
It is also created based on four parameters T, β, θ, and δ. The only difference between
SMPL and SMPL-H models is the shape of the vectors that represent the individual
parameters because of the increased number of joints. In the base SMPL model, each
hand uses only one joint, but in SMPL-H each hand consists of 15 joints. The result-
ing avatar based on the SMPL-H model is composed of 51 joints instead of only 23.
The β vector representing the shape of the body is the same for both models. The
same applies to a vector that defines the δ parameter. On the other hand, the vector
defining θ that is responsible for pose does not match with the SMPL one. Because of
the increased number of joints, it also has to be longer, thus this vector contains 153
values for each joint and all axes.
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Figure 3.2: Comparison of SMPL, SMPL-H and SMPL-X model [20].

SMPL-X model

The second crucial thing the basic SMPL model is missing is the ability to express
facial expressions. Scientists and researchers at the Max Planck Institute for Intelligent
Systems in California have attempted to address this last major shortcoming. In 2017,
they introduced a new FLAME model [15]. The FLAME is an abbreviation of Faces
Learned with Articulated Model. Similar to the basic SMPL model, one of their basic
goals was to create a model that can be easily used with existing graphics software.
The model uses linear shape space. During the research, they collected approximately
3800 scans of human heads. Later, they used these data to train linear shape space.

The resulting model outperformed both popular models at that time, Basel Face
Model [21] from 2009 and FaceWarehouse [5] from 2014. The first mentioned work
result in the Basel Face Model. The model was trained using 200 scans of a human
face that consisted predominantly of young Europeans with neutral expression. The
first half consists of male scans and the second female scans. Their main goal was
to create a generative model that can capture 3D space of human face. The model
should be able to capture it from standard 2D picture but also from 3D scan. In
the comparison with the first model, the second work includes variance in ethnicity
and age of scanned subjects. They scanned 150 people together and for every one
they capture 20 scans with different facial expression. For scanning they used in that
time highly available and also affordable Microsoft Kinect 360 or Microsoft Kinect V1
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as sometimes called. This device was introduced in 2010 and using structured light
principle for creating 3D scans or more precisely point clouds. The final product of
this work was FaceWarehouse dataset with template mesh for every scan.

Similar to the SMPL-H model, the SMPL-X was created by combining two models,
in this case SMPL-H with the described FLAME model. The resulting SMPL-X model
has a mesh made of 10 475 vertices and the model has 54 joints. In comparison to
SMPL-H model, there are 3 extra joints. Each eye has its own joint. It is designed to
turn the eye in a specific direction. The last joint is used to move the jaw, so a person
can keep their mouth open or closed thanks to it. As with other models, SMPL-X
model is defined by four main parameters T , β, θ and δ. The only difference is the
size of the vectors that contain the values for the various parameters. These increased
equivalently to the increase in the SMPL-H model.

Finally, you can see the final comparison of all three described model in Figure 3.2.
On the very left, you can see a real photo of man that was used as reference model
for quality comparison among different SMPL models. We will describe models from
left to right. The first image represents the basic SMPL model. As you can see, this
model cannot imitate hands properly nor the facial expression. The model is able to
adapt to the position of the hand, but not to rotate it. It also cannot place individual
fingers in the right shape. In the second image is depicted SMPL-H model. We can
observe significant improvement in positioning of hand and individual fingers. The
last image in the very right represents SMPL-X model. You can see that it has the
same positioning of hands and fingers as SMPL-H model. In addition, we can see quite
believable depiction of facial expression. It is also observable that SMPL-X model has
finer body in comparison with SMPL and SMPL-H model. This is caused by finer
mesh thanks to higher vertices number compared to others. This finer mesh is the best
noticeable on the forehead.

Unity Synthetic Humans

There is evidence that using synthetic data during training the neural network can
enhance final performance of the whole model [23]. One of the most popular game
engines right now is Unity 1. Unity also recognizes the fact that synthetic data can
improve the performance of machine learning models, so they decided to develop the
Unity Computer Vision 2 package. This package is aimed to scientists and researchers.
The package contains several tools for different tasks. For now, we will only talk about
Synthetic Humans package in a little bit more detail. The package is now available for
academic use only.

1https://unity.com/
2https://unity.com/products/computer-vision

https://unity.com/
https://unity.com/products/computer-vision
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Figure 3.3: Creating avatar in MetaHuman Creator.

Unity Synthetic Humans serve as generator to procedurally generate one or many
synthetic humans [29]. It is worth to note that this package uses Unity’s own avatars
and not the ones from the SMPL family. Users can influence various parameters of
avatar generation. They can choose age, height, type of body, clothes and etcetera
of generated avatar. Furthermore, it is also possible to change position or rotation
of avatar. But the potential of Synthetic Humans will start to increasing after the
connection with another Synthetic Homes package. This package is capable of gener-
ating synthetic backgrounds for avatars. In addition, it generates depth map, normals,
segmentation and so on for the generated scene [28]. Together, these two packages can
produce a training dataset for a neural network. This data can subsequently improve
the performance of the final model.

On the other hand, the disadvantage is that avatars generated this way cannot be
used outside Unity. It means user cannot export generated avatar and use it in another
graphic software.

MetaHuman

As we mentioned at the beginning of this chapter, one of the areas where 3D avatars
play an important part is the video game industry. Humans are an integral part of
many modern video games. Therefore, companies that develop game engines or games
are forced to participate on research of 3D avatars but also bring innovations in order
to gain a competitive advantage.
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Unreal Engine 3, similarly to Unity, rank among the most popular game engines
right now. In 2021, Epic Games, the developer of Unreal Engine, introduced a new
type of avatars called MetaHuman 4 that are one of the state-of-the-art. For work with
avatars, they also presented MetaHuman Creator, MetaHuman Animator and Mesh to
MetaHuman tools. In the Figure 3.3, we can see a screenshot of MetaHuman Creator
interface. You can likewise notice how realistic these avatars are. It is a browser-based
graphic user interface that allows users to create and adjust their own MetaHuman
that they can subsequently transfer to Unreal Engine and use it in video games or
animations. Epic Games decided to use the browser as a way to run MetaHuman
Creator because it is very hardware intensive and would be challenging for users to
use it on their own machines [8]. Compared with Creator part, MetaHuman Animator
works directly in Unreal Engine. This part is used to capture facial performance of
actors and transfer it to MetaHuman using only iPhone and computer, but this process
is quite demanding on hardware performance [7]. Last tool Mesh to MetaHuman is
used to convert user’s mesh to MetaHuman.

Unfortunately, the huge disadvantage is that it is not possible to use MetaHuman
avatar outside Unreal Engine. On the other hand, using MetaHuman inside Unreal
Engine is possible without any extra payment.

3.2 Virtual Body Measurements

Creation of an exact virtual copy of a person is not a simple task. However, there is
increasing demand for this type of service. To have your own virtual character that
looks just like you has a good deal of different utilization. One of the usages is that
you can put yourself into video game or animation, which could even more enhance
user’s gaming experience. A more practical application are virtual dressing rooms.
In addition, these could also be useful for medical or ergonomic purposes. There is
a vision that you will have your virtual avatar, then you can browse at e-shop with
clothes and try the clothes from e-shop to your avatar to see how it would look like on
you.

How we mentioned in the beginning of the section, creating exact copy of a person is
complex task. Nevertheless, creating a copy of face is more complicated than creating
a copy of body. This is due to the fact that it is relatively easy to parameterize the
body through various metrics such as height, weight, etc. There are two ways how this
can be performed. One way is extraction of these parameters from photo or SMPL
model. The second way is generating a model from input parameters. We will now
describe some tools and frameworks that focus on these tasks.

3https://www.unrealengine.com
4https://www.unrealengine.com/en-US/metahuman

https://www.unrealengine.com
https://www.unrealengine.com/en-US/metahuman
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3.2.1 Non-commercial Solutions

There are a number of different studies dealing with this issue. These researches gradu-
ally advance the possibilities in the given area, but at the same time they leave room for
further research and development. Now we will take a closer look at several researches
that are connected to our work.

SMPL Anthropometry

Anthropometry is a scientific field that deals with the study of the measurement of the
human body. Thanks to anthropometry, we can parametrize human bodies, which is
very useful for our purposes.

In 2023, David Boja released his tool, called SMPL Anthropometry, on GitHub 5.
This tool serves for measuring of SMPL or SMPL-X body models. User can choose
from two input options. The first way is to use β parameters as input and the second
is to use directly vertices of mesh. After inserting data, the tool will measure the input
model. The result consists of 16 different measurements, for example height or head,
chest, waist circumference and so on. There are also measurements like arm or leg
length and other similar. The whole program is written in Python. It is also possible
to run this tool in Docker 6 container [4].

SHAPY

There are many different researches dealing with human model extraction from pho-
tographs. Usually they take photograph as input and then output the estimated virtual
avatar or predicted anthropometric measurements. As you might expect, estimating a
3D model from a 2D image is quite challenging.

One study in this category introduced SHAPY model [6]. It is a deep neural net-
work that is capable of predicting pose and shape from a single RGB image. The
big difference is that SHAPY estimates shape by combination of anthropometric mea-
surements and semantic attributes. The term semantic attributes refer to linguistic
shape attributes that they gathered using crowdsourcing. These attributes describe a
characteristic of human body. There are three categories, the first contains common
attributes for both sexes like short, big, long neck, long legs, short arms and so on.
The second category is intended only for males and contain attributes like skinny arms,
masculine, etc. On the other hand, the last third category is intended only for females.
There are attributes like pear shaped, feminine, skinny legs and others. Each attribute
has its own rating or weight that defines the body model.

5https://github.com/
6https://www.docker.com/

https://github.com/
https://www.docker.com/
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It offers two components to use linguistic attributes. The first is Attributes to
Shape (A2S) and the second is Images to Attributes (I2A). As the name suggests, A2S
is used to generate SMPL-X body model from input attributes with their values. As
you might expect, I2A takes color image as input and generate attributes of estimated
body model.

During the research, they created a dataset called Human Bodies in the Wild
(HBW). They use this dataset and some others to experiment with the model in order
to compare their model with at that time state-of-the-art model. They showed that
SHAPY significantly outperform other models on the HBW dataset.

We see the only disadvantage of this that it is impossible to obtain body parameters
in metric units, such as waist circumference and the like.

The Virtual Caliper

As we mentioned in the beginning of this section, there are two ways how tools in this
category work. In 2019, researchers, predominantly from Max Plank Institute, develop
a tool called the Virtual Caliper [22]. This tool belongs to the second category, what
is generating a 3D avatar from input parameters.

The Virtual Caliper is a tool for generating a base SMPL body model from input
anthropometric measurements. It has a variable number of input parameters from
only two basic parameters, overall height and weight, up to six parameters. Other
parameters completing the six are arm span fingers, inseam height, hip width and arm
length. The whole application is developed in Unity game engine we mentioned earlier.

There are two options how you can input these parameters to the Virtual Caliper.
The first option requires virtual reality headset HTC Vive 7 with his game controllers.
These are used to capture the dimensions of the body by positioning controllers to
different parts of the body. These are subsequently fed into the Virtual Caliper. The
second option is to manually insert required parameters to the program through a
graphic user interface. In the Figure 3.4 is depicted the interface of the Virtual Caliper
GUI. In the bottom half, we can preview of generated avatars. In the upper half, we
can see various values. At the very left are position sliders for input parameters. Above
them, we can choose the number of input parameters for our model. Next to that, we
can observe measurements of generated avatars with calculated error in comparison
with required values. The last things that are depicted in the image are F Beta and M
Beta. These represent a shape values of base SMPL model. Finally, there is an export
button in the right upper corner.

It is interesting how authors work with weight. It is obvious that virtual avatar
cannot be weighted, so they see it as a linear relation between weight and volume

7https://www.vive.com/

https://www.vive.com/
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Figure 3.4: Main interface of Virtual Caliper.

of the mesh. They discovered this relation by observation on data from CAESAR
database [24]. This database contains 2000 scans per gender, and it is also available
the weight for every subject. For generating output parameters from input metrics,
they use regressors to predict them. They also found out that the relation between
shape parameters and input measurements is linear.

3.2.2 Commercial Solutions

As we stated before, there is also a great deal of commercial potential in this research
area. That implies that there are also commercial subjects that offering their services
to users. Some of them are focused only on creating a copy of human, but some of
them are directly focused on fashion industry. Now we will describe some selected tools
that are available right now.

Meshcapade

The Meshcapade 8 is a start-up that is relatively closely connected to Max Planck
Institute, since it was founded by three researchers and employees from this institute.
The company was founded in 2018.

Digidoppel 9 is a platform developed by Meshcapade. The entire application is
browser-based, so all processing is done on the Meshcapade side. It offers two ways to

8https://meshcapade.com/
9https://digidoppel.com/

https://meshcapade.com/
https://digidoppel.com/
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Figure 3.5: Modified image of Meshcapade Me main interface.

input data in order to get a generated avatar. The first way is to upload a 3D scans
of your body. These will be subsequently processed, and the resulting avatar will be
generated. The second way is to manually insert anthropometric measurements. The
Digidoppel define five elemental measurements that are height, chest circumference at
maximum, inseam height, shoulder breadth and waist circumference. These five basic
measurements can be extended up to 18 parameters. These contain five mentioned
attributes, waist height, chest circumference at scye, neck circumference at base, four
measurements for arm and additional six measurements for leg.

The Meshcapade very recently introduce Meshcapade Me 10 tool. It is intended to
be the successor of Digidoppel platform. It is a browser-based application exactly like
Digidoppel. Although, they changed many things in comparison to its predecessor.
Meshcapade Me offers three input ways of data instead of two. They preserve the
first and second way from Digidoppel, so it is possibly upload 3D and manually fill
input measurements. However, they significantly changed these measurements. The
basic metrics are made of six different measurements instead of five. These are height,
weight, chest circumference, waist circumference, hips circumference and inseam height.
Except six basic measurements, Meshcapade Me offer additional seven attributes. This
means that a total of 13 parameters can be entered, which is five less than in the case
of its predecessor, Digidoppel.

You can see the interface of this new tool in a Figure 3.5, more precisely interface of
the second mode that requires measurements for avatar generation. The white lines in
the figure represent individual measurements. On the left, we can see a sidebar where

10https://me.meshcapade.com

https://me.meshcapade.com
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the user can insert metrics by using the slider or manually typing. In addition, user
can change sex of avatar in this part. The main part consists of 3D space where the
user can see a preview of his avatar, rotate it or move. On the right, we can see the
second sidebar. It offers three tabs that are poses, texture and scenes. As the name
suggest, poses tab offer user to use one of preprepared poses. Texture tab is depicted
in the picture and user can choose texture for his avatar. The last tab enables the
user to change the background for his avatar. It is worth to note that the Figure 3.5 is
adjusted in order to show the reader the avatar from two different angles in one image.

It is hard to say exactly which type of avatars Meshcapade is using since source
code is not available. However, we can assume that they are using one of the SMPL
avatars. This is also supported by the fact that if you want to use the SMPL, SMPL-H,
SMPL-X or STAR model commercially, you need to obtain a license from Meshcapade.
It is also possible that they are using a custom avatar derived from one of SMPL avatar
version.

The last way of inserting data that was added, in comparison to Digidoppel, is
generating avatar from 2D photos. User can upload one or more images, then these
photos will be processed on Meshcapade side and user will get generated 3D avatar
extracted from photos.

As you can expect, this is a paid tool. It works on the principle of credits. Creating
a one avatar from photos or metrics costs 100 credits. The most expensive option is to
create an avatar from 3D scans, which costs 500 credits. Surprisingly, the cost of one
credit is constant regardless of the amount of credits purchased. 500 credits costs 6 e
including VAT, so generating one avatar from measurements or photos costs exactly
1.20 e and one avatar generated from 3D scans will cost you 6 e.

3DLook

3DLook 11 is a company that is focused primarily on a fashion industry. They offer two
solutions in this area. The first is called YourFit. This application belong to category
that we refer earlier as virtual dressing room. In this case, the mobile application
capture two photos, one from front view and another from side view. Then the user
has to enter their height and weight into the app. Once this process is complete, the
user can select a piece of clothing that they want to try on virtually. The disadvantage
is that the application is now available only on Apple’s iOS 12. The second product they
developed is Mobile Tailor. Same as YourFit, Mobile Tailor takes as input two photos
and produces a set of 80 measurements of user body. Compared with Meshcapade
Me, there are 64 more measurements produced. However, we do not have proper

11https://3dlook.ai
12https://www.apple.com/ios

https://3dlook.ai
https://www.apple.com/ios
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information about these measurements, so it is hard to say how useful they are or if
they are additionally calculated from some basic attribute subset.

3.3 Synthetic Data

As we pointed out before, synthetic data can improve training process of neural network
and result in more precise and overall better final model. Using synthetic data for
training a neural network has many advantages. Because we know that in order to
train an accurate and reliable model, we need to provide a huge amount of training
data during the training process. This could be a problem in some areas where we
do not have enough data available, or it is very complicated to collect data to create
a dataset of reasonable size. This could be the case in medical area when we talk
for example about tomography scans or magnetic resonance images. If we want to
train a neural network for a segmentation task, we will run into another problem.
The problem is that in many cases the data needs to be segmented manually, which
is really time-consuming and sometimes even requires experts in the field to do it.
One way how to solve this issue is to teach volunteers how to segment these data.
This way was used, for example by NASA 13, while collecting training data for NASA
NeMO-Net convolutional neural network through their mobile application. In this
research, volunteers hand-mark marine corals [13]. These issues usually does not apply
to synthetic data because they are commonly generated together with their segmented
images. Now, let’s take a more detailed look at some researches from this area.

SURREAL

In order to increase the quality of the training process and reduce the time required
for segmentation and data collection, the researchers decided to expand the currently
available training data sets at the time by creating synthetic data, the researchers
decided to create SURREAL. Their goal was to created as realistic data as possible.
Its nickname is derived from its full name, Synthetic humans for real tasks [32].

SURREAL is a wide-ranging dataset that primarily consists from synthetic data.
They generated more than six million images, including ground truth positions, depth
maps and segmentation information for each frame. To represent the person in image,
they used a basic SMPL model. The pipeline they created is made of several steps.
The first step is to render a SMPL avatar with random pose and shape parameters. To
obtain a random shape, they randomly selected one person from the CAESAR dataset
[24] and approximated their body shape using SMPL, performing a similar process
with the pose parameter chosen from the CMU motion capture dataset [30]. Next,

13https://www.nasa.gov/

https://www.nasa.gov/
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they apply random texture to this avatar. After completing the avatar model, they
render the whole image including background together with all data we mentioned.
Rendered frame also have random lighting or camera position. Using this procedure,
they generated data for the entire dataset.

Authors also evaluate the results they managed to achieve. They created a convo-
lutional neural network that they trained with different training data. They compared
the resulting model that was trained on only real data, only synthetic data, combination
of real and synthetic data. They evaluate the model on multiple datasets like Freiburg
Sitting People [19], Human3.6M [9] and MPII Human Pose dataset [2]. Evaluation of
the convolutional neural network model on these datasets showed that the best results
were achieved when the model was trained using a combination of synthetic and real
data. These results further support what we mentioned above, that adding synthetic
data to the training set can improve the resulting models.

SURREACT

SURREACT stands for Synthetic humans for real actions. As you can notice, it uses
very similar naming conventions to previously mentioned SURREAL. This is caused
by the fact that major part of researchers that worked on SURREACT previously
worked on SURREAL. This also made SURREACT based on SURREAL. It also has
a similar goal of generating synthetic data that will increase the performance of a
convolutional neural network, but in this case not in the segmentation task, but in the
action recognition task [31].

Action recognition is a computer vision task where, usually a convolutional neural
network, is given a single photo as input. The goal is to correctly classify the activity
that the depicted person performs. These can be activities such as walking, walking
backwards, drinking water, sitting, standing up and many others. This can be used in
smart surveillance systems that can detect if a person is carrying a gun or a knife, for
example, and alert the police early enough to prevent a tragedy.

The paper is targeting to improve action recognition from unseen viewpoints by
using synthetically generated data. As in SURREAL, they used the base SMPL model
here as well, with ten shape parameters. For motion estimation, they used two different
methods, HMMR [11] and VIBE [12]. They are used for finding motion vectors in 2D
photo. After that they create SMPL avatar with random texture, lighting and shape
values in the same way as they have done in SURREAL. Next, they animate the model
with motion data. As a resource for motion data for action recognition, they used
NTU [27] and UESTC [10] datasets. With the addition of a background, they create
a dataset consisting of videos for action recognition.

Experiments were performed very similarly like they were done in SURREACT.
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Figure 3.6: Pipeline of Google PHORUM [1].

They once again implement a model of convolutional neural network that subsequently
trained on only synthetic data, real data and combination of real and synthetic data.
The result was also the same as in the previous research. The best result was achieved
by using a combination of synthetic and real data. Moreover, in some cases training
only on synthetic data outperform model trained only on real data. They also compared
motion estimation methods HMMR and VIBE and find out that VIBE produced more
accurate pose estimations than HMMR, which led to better overall results.

3.4 Generative Neural Networks

Generative neural networks have a good deal of utilization in computer vision or com-
puter graphic field. They are used for generating synthetic data, producing synthetic
humans and many other uses. Sometimes they are used for creating a 3D object out of
an input 2D image that is capturing a person or any other object. Now, we’ll investigate
further some works from this category.

PHORUM

Google 14 is the company most likely known for its search engine. Except that, it is also
known for their various products like Gmail, Drive, Maps and so on. Moreover, Google
is developer of Android, what is the most used operational system for mobile phones
in the world. If Google wants to maintain its dominant position in the market and at
the same time be one of the largest companies in the world, it must also do research in
order to continue to maintain its competitive advantage. PHORUM is a method from
one of Google researches in computer vision field, and we will now analyze it [1].

The goal of research is photorealistic reconstruction of humans together with their
clothes from a single 2D RGB image. In order to achieve this task, they created a
method called PHORUM. It uses deep neural network to achieve this goal. Their
objective was to use an alternative way of generating 3D models of a person compared

14https://about.google/

https://about.google/
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Figure 3.7: Results of En3D [17].

to approaches that use a multi-camera setup followed by post-processing by an artist.

In the Figure 3.6, we can see the entire pipeline of Google PHORUM method. As
an input, we have a photograph I that captures our target person. Then the feature
extractor G is applied. It is a convolutional neural network with decoder-encoder
architecture that produce a feature map zx from an input picture for points in space
x. Distance function f is a multi-layer perceptron with eight layers that is responsible
for estimating 3D geometry of the input image. Output from it is distance d and color
reflected by the surface a. The cube on the left side of the photo represent space x with
its points. The l is illumination estimated from RGB input. Next, it is inputted to
s together with surface normals nx. The s is a neural network that predicts resulting
shading effects sx for the final model of human. On the right of the picture, we can
see the resulting 3D model of a human produced from a single input RGB photo.

They have also done various experiments to compare performance of PHORUM with
other competitors in this area. Experiments showed that Google PHORUM method
outperforms its competitors in various fields.

Authors also mentioned some limitation of their method. There were issues in cases
that were not covered by training set. It has wrong results for people photographed
for example in loose or baggy clothes.
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En3D

En3D is a generative schema for generating 3D data [17]. It uses different approach
than it is usual because it does not use any real data during the training. Instead, it is
using 2D synthetic data that contains life-like human models. By using these synthetic
data, they manage to overcome most issues that are connected to traditional datasets
with real data like image quality or diversity of resulting dataset. In this way, the
model learns to correctly generalize the human body.

The pipeline of En3D is made of three major components. The first module is
3D Generative Module (3DGM). Its task is to first synthesize human pictures using
known parameters of the camera, and then learn from these data in order to learn how
to create a believable human model. The second component is Geometric Sculpting
(GS). Its responsibility is to enhance the quality of human shape produced by 3DGM.
The last component called Explicit Texturing (ET). It is the last component in their
pipeline, and it is in charge of adjustments of textures.

The Figure 3.7 is depicting the output sample from En3D. As you can see, the
model is capable of producing really realistic models of humans with correct geometry.
In comparison to others, En3D is very flexible in terms of animating generated avatars
and in experiments overcome its competitors in many areas.
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Chapter 4

Research

In this principal chapter of our work, we will take a more detailed look at our research
and the findings we came to. First, we look to generating synthetic data in order to
improve training of convolutional neural network.

4.1 Generating Synthetic Data

As we talked about earlier in previous Chapter 3 in Section 3.3, using synthetic data can
be very beneficial for training neural networks. As a part of our work, we also focused
on generating synthetic data in order to improve training process of convolutional
neural network.

BodyM dataset was a dataset introduced in a research paper that was released
in 2022 [26]. This dataset consists of frontal and lateral silhouettes photos of peo-
ple. There is a total of 8324 photos but only 2779 with anthropometric measurements
of captured people. There are 14 various measurements for these people. Unfortu-
nately, this dataset has many disadvantages. The most significant one is that there are
not available original RGB photos of participants. They only make available dataset
containing silhouettes in order to preserve privacy of participants. This is fully under-
standable, but not ideal for the research community. Another big problem is the size of
a given dataset. On the one hand, it is impressive how many people they were capable
to capture. On the other, the dataset is still too small to train a neural network on it.
It is even worse if we would want to train a convolutional neural network with less than
three thousand photos. Based on facts we stated, we decided to extend this dataset by
using synthetically generated data.

In the Figure 4.1, we can see a sample from BodyM dataset. As highlighted earlier,
the pictures depicted in the first column are not available in the final dataset. Next
to them, we can see frontal and lateral silhouettes of people. On the left, we can see a
graph that captures anthropometric measures of these two persons.

25
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Figure 4.1: Example of BodyM dataset [26].

Figure 4.2: Example of using segmentation tool we chose for our research.

4.1.1 Segmentation

Segmentation is very important and highly used in computer vision. It is a process of
dividing the picture into different regions based on various criteria. Basic segmentation
can segment image into different part based for example on color or intensity of pixels
in given region.

Semantic segmentation is a more advanced than basic segmentation. Like basic
segmentation, it divides the input image into different regions, in this case based on
the semantic class to which the pixel belongs. Each segment then represents one class.

During the years, scientist and researchers developed many different segmentation
tools based on various ideas and focused on different areas. We will zero in on seg-
mentation tools, sometimes also called human parsers. These are segmentation tools
that are designed to segment different parts of human body. For our research, we
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chose a tool called Self-correction for human parsing [14]. It comes pretrained on three
different datasets, thus it can be directly use after installation. The tool is capable of
distinction of left or right arm, face, hair and many more classes.

In the Figure 4.2, you can see results of segmentation using that tool performed
on our synthetic data that we will closely talk about later. On the left, we can see a
relatively good result of segmented parts of the body of our avatar. There are clearly
visible and easily distinguishable individual arms and legs, upper and lower part of the
clothes. On the right, we can see that even this tool has some limitations. In this case,
avatar in input photo has the shirt with same color as the background what caused
some issues for segmentation of upper part of the clothes.

4.1.2 SURREACT implementation

How we used the source code of SURREACT to generate data for our purpose.

4.1.3 Our Data

Description of our generated data we get from adjusted implementation of SURREACT

4.2 Anthropometric Avatar Generator

Description of how we transform the input anthropometric measurements to SMPL
beta parameters

4.3 Augmenting 3D Avatars

4.3.1 Coloring Avatars Meshes

Coloring meshes of avatar based of segmentation we get before.

4.3.2 Adding clothes to avatars ??

4.3.3 Adding hair to avatars ??
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